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ABSTRACT 

With the increase in use of databases over the internet, it has become difficult to recognize genuine database owner. To protect ownership, 
digital watermarking has emerged as an effective solution. However, embedding watermark into database would result in loss of data quality.  
Most state-of-the-art methods introduce distortion into the original data to a large extent.  In this work, reversible watermarking technique using 
quadratic difference expansion has been proposed. First, the numeric attributes with highest pearson correlation coefficient are selected to 
reduce distortion in the database.  The watermark is then generated by extracting bits from the selected attributes using quadratic difference 
expansion. Watermarked database is obtained after the generated watermark is embedded into the original database. To resolve ownership 
conflict, the genuine owner can easily extract watermark from watermarked database and recover original database. Indian Liver Patient dataset 
is used to conduct experiments. Results show that the proposed method is 100% robust against insertion attack. In case of 90% modification and 
50% deletion attack, it is observed that around 50% of the watermark can be recovered. Moreover, watermark embedding results in only 0.02% 
change in the mean of original database. It demonstrates that distortion caused due to watermarking lead to negligible effect on data quality. 

Keywords: reversible database watermarking, quadratic difference expansion, robust, ownership protection

INTRODUCTION 
Database watermarking allows the owner to embed a watermark 

into database. In case of copyright infringement, the owner extracts 
the embedded watermark to prove ownership. Basically, 
watermarks are categorized as robust and fragile. If a watermark 
remains unaltered even after making modifications to the digital 

media, then it is said to be robust. If  a watermark gets destroyed 
due to the slightest modification in digital media, then it is referred 
as fragile. Generally, fragile watermarks are used for integrity 
verification and robust watermarks for ownership protection. 
Watermarks may or may not add distortion into the original 
database leading to distortion based and distortion free 
watermaking techniques. Many researchers have worked on 
distortion-free watermarking techniques1–9 which do not introduce 
any change into the original database. However, distortion-based 
watermarking have been area of research since the term was first 
coined in 2002.10 Since then, a lot of work has been carried on 
distortion based watermaking.11–18  
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Reversible watermarking methods protect rights of owners and 
also provide recovery of original data. Many reversible database 
watermarking techniques have been proposed in the literature. 
Difference expansion and genetic algorithm (GA) are used together 
to improve watermark capacity and reduce distortion.19 An idea of 
histogram shifting of adjacent pixel difference (APD) is suggested 
to obtain reversibility.20 Reversible data-embedding technique 
called prediction-error expansion on integers can help achieve 
reversibility.21 Robust reversible watermarking scheme for 
relational database protection is proposed to increase the 
embedding capacity by developing an improved histogram shifting 
with binary tree structure and an attribute selection scheme.22 
Difference expansion watermarking (DEW) with Firefly Algorithm 
(FFA), a bioinspired optimization technique, is utilized to embed 
watermark into relational databases.23 An approach for robust and 
reversible database watermarking technique, Genetic Algorithm 
and Histogram Shifting Watermarking (GAHSW), for numerical 
relational database has also been put forward.24 A low distortion 
reversible database watermarking method based on histogram gap 
is suggested in view of the large gap in histogram of database 
integer data.25 A novel, robust and reversible database 
watermarking technique, named histogram shifting watermarking 
based on random forest and genetic algorithm (RF-GAHCSW) has 
been proposed. It would improve the watermark capacity by means 
of histogram width reduction and eliminates the impact of the 
prediction error attack.26 A method of embedding differential 
expansion watermarking (DEW) based on ant colony algorithm 
(ACO) in relational databas has been proposed.27 It has also been 
suggested to hide confidential messages into a relational database 
by the LSB (Least-Significant-Bit) matching method for relational 
databases.28 A robust and reversible watermarking algorithm has 
been presented for a relational database based on continuous 
columns in histogram.29 A reversible database watermarking based 
on difference expansion technique employing PCC has been 
proposed.30 

PRELIMINARIES 
In this section, we present preliminaries used in our proposed 

method. 
Pearson Correlation Coefficient (PCC) 
It is the measure of linear correlation between two variables x 

and y. It is the ratio between the covariance of two variables and 
the product of their standard deviations as shown in Eq. (1) 

 

r = 𝑛𝑛(∑𝑥𝑥𝑥𝑥)−(∑𝑥𝑥)(∑𝑦𝑦)
�[𝑛𝑛∑𝑥𝑥2− (∑𝑥𝑥)2][𝑛𝑛∑𝑦𝑦2− (∑𝑦𝑦)2]

             (1) 

‘r’ ranges  between -1 and +1 where -1 represents the lowest 
correlation between variables x and y and +1 represents the highest 
correlation between variables x and y.  

 
Quadratic Difference Expansion 

A reversible image watermarking algorithm has recently been 
proposed based on quadratic difference expansion31. Consider two 
numeric attributes 𝑥𝑥 and 𝑦𝑦 present in the database. Positive 
transform is as follows: 

                             𝑎𝑎𝑎𝑎𝑎𝑎 = ⌊(x + y)/2⌋                               (2) 
                             𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑥𝑥 − 𝑦𝑦                                         (3) 

The obtained difference is shifted to the left by 1 bit, and the 
watermark b is embedded in its least significant bit as 𝑑𝑑 = 2 ∗
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑏𝑏. 

Inverse transform is as follows: 
                            𝐴𝐴1′ = 𝑎𝑎𝑎𝑎𝑎𝑎 + ⌊(𝑑𝑑 + 1)/2⌋                                     (4) 
                            𝐴𝐴2′ = 𝑎𝑎𝑎𝑎𝑎𝑎 − ⌊𝑑𝑑/2⌋                                               (5) 

Perform the quadratic watermark embedding using difference 
expansion as: 

 
                            𝑎𝑎𝑎𝑎𝑎𝑎′ = ⌊(𝐴𝐴1′ + 𝐴𝐴2′ )/2⌋                             (6) 
                           𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′ = 𝐴𝐴1′ − 𝐴𝐴2′                                                   (7) 
            𝑑𝑑′ = ⌊𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′/2⌋ +  𝑏𝑏                                                (8) 

Inverse transform is as follows: 
                          𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑎𝑎𝑎𝑎𝑎𝑎′ + ⌊(𝑑𝑑′ + 1)/2⌋                             (9) 
                         𝐴𝐴2−𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑎𝑎𝑎𝑎𝑎𝑎′ + ⌊𝑑𝑑′/2⌋                                       (10) 

METHODOLOGY 
We propose a reversible relational database watermarking 

method using quadratic difference expansion. The proposed 
method is partitioned into two phases: Watermark Embedding and 
Watermark Extraction. 

During the watermark embedding phase, watermark bits are 
generated from specific tuples and embedded into their data values. 
The input of this phase is original database. Following steps are 
carried out: 
Step 1: Find Pearson Correlation Coefficient (PCC) for all the 
numeric attributes using Eq. (1) 
Step 2: Select a pair of attributes whose Pearson Correlation 
Coefficient (PCC) is highest among all.  
   Assume that the two numeric attributes 𝐴𝐴1 and 𝐴𝐴2 present in the 
database have highest PCC and hence, this pair is selected. 
Step 3: Apply hash on the primary key and choose a tuple whose 
(hash(id),16) % 11=0 
Step 4: Embed watermark bits in selected tuples of original 
database using primary difference expansion to get watermarked 
database 
    Calculate the average and difference of attribute values for 
selected tuples as shown in Eq. (11) and Eq. (12) 
 
                          𝑎𝑎𝑎𝑎𝑎𝑎 = ⌊(𝐴𝐴1 + 𝐴𝐴2)/2⌋                                           (11) 

           𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐴𝐴1 − 𝐴𝐴2                                                     (12) 
Extract the LSB from 𝑎𝑎𝑎𝑎𝑎𝑎 to generate watermark bit 𝑏𝑏 as in Eq. 
(13) 
  

                          𝑏𝑏 = 𝑎𝑎𝑎𝑎𝑎𝑎 & 1             (13) 
Embed the bit b in watermark string as in Eg. (5) 
 

                               𝑤𝑤𝑤𝑤 = 𝑤𝑤𝑤𝑤 + 𝑠𝑠𝑠𝑠𝑠𝑠(𝑏𝑏)                            (14) 

Now, calculate 𝑑𝑑 as shown in Eq. (15) 
 

                             𝑑𝑑 = 2 ∗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑏𝑏                                                   (15) 

Modified values denoted by 𝐴𝐴1′  and 𝐴𝐴2′  are computed using 
difference expansion as represented in Eq. (16) and Eq. (17) 
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Figure 1: Watermark embedding phase 

Figure 2: Watermark extraction phase 
 

𝐴𝐴1′ = 𝑎𝑎𝑎𝑎𝑎𝑎 + ⌊(𝑑𝑑 + 1)/2⌋                                    (16) 
𝐴𝐴2′ = 𝑎𝑎𝑎𝑎𝑎𝑎 − ⌊𝑑𝑑/2⌋                                                (17) 

Step 5: Embed watermark bits in selected tuples of watermarked 
database using quadratic difference expansion to get final 
watermarked database. 

Calculate the average and difference of 𝐴𝐴1′  and 𝐴𝐴2′  obtained in 
step 4 using Eq. (18) and Eq. (19) 

 
          𝑎𝑎𝑎𝑎𝑎𝑎′ = ⌊(𝐴𝐴1′ + 𝐴𝐴2′ )/2⌋                                           (18) 

         𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′ = 𝐴𝐴1′ − 𝐴𝐴2′                                                      (19) 
Obtain the value of 𝑑𝑑′ using Eq. (20)  
 
          𝑑𝑑′ = ⌊𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′/2⌋ +  𝑏𝑏                                             (20) 
New values denoted by 𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 and 𝐴𝐴2−𝑛𝑛𝑛𝑛𝑛𝑛 are computed using 

quadratic difference expansion as represented in Eq. (21) and 
Eq. (22) 

        𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑎𝑎𝑎𝑎𝑎𝑎′ +  ⌊(𝑑𝑑′ + 1)/2⌋                  (21) 
         𝐴𝐴2−𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑎𝑎𝑎𝑎𝑎𝑎′ + ⌊𝑑𝑑′/2⌋                                      (22) 

The output of this phase is final watermarked database. Fig. 1 
depicts the working of watermark embedding phase. 

During the watermark extraction phase, watermark bits are 
extracted from the tuples where they are embedded in watermark 
embedding phase. Then, the database is restored to its original state. 
The input of this phase is final watermaked database. Again, the 
numeric attributes 𝐴𝐴1 and 𝐴𝐴2 with highest PCC are 
considered.Following steps are carried out here: 
Step 1: Apply hash on the primary key and choose a tuple whose 
(hash(id),16) % 11=0 
Step 2: Extract watermark bits from selected tuples of final 
watermarked database using primary difference expansion. 

Calculate the average and difference as shown in Eq. (23) and 
Eq. (24) 
                        𝑎𝑎𝑎𝑎𝑎𝑎′ = ⌊(𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 + 𝐴𝐴2−𝑛𝑛𝑛𝑛𝑛𝑛)/2⌋                           (23) 

                       𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′ = 𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 − 𝐴𝐴2−new                                         (24) 
 

The watermark bit b can be extracted using Eq. (25) 
                       𝑏𝑏′ = 𝑎𝑎𝑎𝑎𝑎𝑎′ & 1                             (25) 

Append the bit 𝑏𝑏′ to get watermark string as in Eq. (26) 
     𝑤𝑤𝑤𝑤′ = 𝑤𝑤𝑤𝑤′ + 𝑠𝑠𝑠𝑠𝑠𝑠(𝑏𝑏′)                              (26) 

Now, calculate 𝑑𝑑′ as shown in Eq. (27)  
                        𝑑𝑑′ = 2 ∗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′ + 𝑏𝑏′                                                   (27) 

Modified values denoted by 𝐴𝐴1′  and 𝐴𝐴2′  are computed using 
difference expansion as represented in Eq. (28) and Eq. (29) 

                     𝐴𝐴1′ = 𝑎𝑎𝑎𝑎𝑎𝑎′ + ⌊(𝑑𝑑′ + 1)/2⌋                                 (28) 
                     𝐴𝐴2′ = 𝑎𝑎𝑎𝑎𝑎𝑎′ − ⌊𝑑𝑑′/2⌋                                             (29) 

 Step 3: Apply quadratic difference expansion on database obtained 
in step 2 to recover the original database. 

Calculate the average and difference of 𝐴𝐴1′  and 𝐴𝐴2′  using Eq. (30) 
and Eq. (31) 
                            𝑎𝑎𝑎𝑎𝑎𝑎 = ⌊(𝐴𝐴1′ + 𝐴𝐴2′ )/2⌋                                           (30) 

                        𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐴𝐴1′ − 𝐴𝐴2′                                                        (31) 
Obtain the value of 𝑑𝑑 using Eq. (32)  
          𝑑𝑑 = ⌊𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑/2⌋  − 𝑏𝑏′                                               (32) 

     Retrieve the original values 𝐴𝐴1 and 𝐴𝐴2 using quadratic difference 
expansion as represented in Eq. (33) and Eq. (34) 
                         𝐴𝐴1 = 𝑎𝑎𝑎𝑎𝑎𝑎 +  ⌊(𝑑𝑑 + 1)/2⌋                                      (33) 

                  𝐴𝐴2 = 𝑎𝑎𝑎𝑎𝑎𝑎 +  ⌊𝑑𝑑/2⌋                                                  (34) 
The output of this phase is the original database. Fig. 2 depicts 

the working of watermark extraction phase. 
To demonstrate the working of our method, consider 𝐴𝐴1 = 53 

and 𝐴𝐴2 = 58, then, a𝑣𝑣𝑣𝑣 = ⌊(53 + 58)/2⌋ = 55.5 ≈ 55 and 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 53 − 58 =  −5 using Eq. (11) and Eq. (12). Generate 
watermark with the help of Eq. (13) and Eq. (14) as  b = 55 & 1 =
1 and 𝑤𝑤𝑤𝑤 = 1. Using Eq. (15),  𝑑𝑑 = 2 ∗ (−5) + 1 =  −9 is 
calculated by inserting 1 as watermark bit. Now, the modified 
attribute values are calculated by using Eq. (16) and Eq. (17): 
𝐴𝐴1′ = 55 +  ⌊(−9 + 1)/2⌋ = 55 +  ⌊(−8)/2⌋ = 55 + (−4) = 51         
𝐴𝐴2′ = 55 − ⌊(−9 )/2⌋ = 55 − (−5) = 55 + 5 = 60                  

Apply Eq. (18) and Eq. (19) to find average and difference of 𝐴𝐴1′  
and 𝐴𝐴2′  as 𝑎𝑎𝑎𝑎𝑎𝑎′ = ⌊(51 + 60)/2  =  55.5 ≈ 55 and 𝑑𝑑𝑑𝑑𝑑𝑑𝑓𝑓′ =
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51 − 60 =  −9. Substitute 𝑏𝑏 𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′ in Eq.(20) to get 𝑑𝑑′ =
⌊−9/2⌋ + 1 =  ⌊−4.5⌋ + 1 =  −5 + 1 =  −4. 

Now, the new values are calculated by using Eq. (21) and 
Eq. (22): 
𝐴𝐴1−𝑛𝑛𝑛𝑛𝑛𝑛 = 55 +  ⌊(−4 + 1)/2⌋ = 55 +  ⌊−1.5⌋ = 55 + (−2) =
53  and 𝐴𝐴2−𝑛𝑛𝑛𝑛𝑛𝑛 = 55 − ⌊(−4 )/2⌋ = 55 − (−2) = 55 + 2 = 57                  

From the above values, calculate the average and difference 
using Eq. (23) and Eq. (24)  as 𝑎𝑎𝑎𝑎𝑎𝑎′ = ⌊(53 + 57)/2⌋ = 55 and 
𝑑𝑑𝑑𝑑𝑑𝑑𝑓𝑓′ = 53 − 57 =  −4. Using Eq. (25) and Eq. (26), extract 
watermark bit 𝑏𝑏′ = 55 & 1 = 1 and watermark string as 𝑤𝑤𝑤𝑤′ =
1.  Find 𝑑𝑑′ =  −4 ∗ 2 + 1 =  −7  by Eq. (27). Modified values are 
recovered with the help of Eq. (28) and Eq. (29): 
 𝐴𝐴1′ = 55 +  ⌊(−7 + 1) ⁄ 2⌋)  =  55 +  ⌊−3⌋ = 52             
 𝐴𝐴2′ = 55 − ⌊(−7 ⁄ 2⌋)  + 1 = 55 − ⌊−3.5⌋ =  55 +  4 = 59 

Apply Eq. (30) and Eq. (31) to find average and difference of 𝐴𝐴1′  
and 𝐴𝐴2′  as 𝑎𝑎𝑎𝑎𝑎𝑎 = ⌊(52 + 59)/2⌋   =  55.5 ≈ 55 and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 52 −
59 =  −7. Substitute 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 in Eq.(32) to get 𝑑𝑑 = ⌊−7/2⌋ − 1 =
 ⌊−3.5⌋ − 1 =  −5. 

Now, the original values are calculated by using Eq. (33) and 
Eq. (34): 
𝐴𝐴1 = 55 +  ⌊(−5 + 1)/2⌋ = 55 +  ⌊−2⌋ = 55 + (−2) = 53  and 
𝐴𝐴2 = 55 − ⌊(−5 )/2⌋ = 55 − ⌊−2.5⌋ = 55 + 3 = 58 

RESULTS AND DISCUSSION 
Intel Core i3 CPU of 2.00GHz and 4GB RAM has been used  to 

conduct experiments on Indian Liver Patient Dataset with 583 
tuples. This dataset contains 10 attributes, namely Age, Gender, 
Total Bilirubin, Direct Bilirubin, Alkaline Phosphatase, Alamine 
Aminotransferase, Aspartate Aminotransferase, Total Proteins, 
Albumin, Albumin and Globulin Ratio. A primary key attribute has 
been added named as ID having values from 1 to 583. Gender is a 
categorical attribute and hence, it is excluded from Pearson 
Correlation Coefficient (PCC) matrix. 

The attributes ID, Age, Total Bilirubin, Direct Bilirubin, 
Alkaline Phosphatase, Alamine Aminotransferase, Aspartate 
Aminotransferase, Total Proteins, Albumin, Albumin and Globulin 
Ratio are renamed as A, B, C, D, E, F, G, H, I, J. 

The Pearson Correlation Coefficient (PCC) for all the numeric 
values are as shown in Table 1. The attributes with highest PCC 
value are F and G i.e., Alamine Aminotransferase and Aspartate 
Aminotransferase. Out of 583 tuples, 59 are considered for 
watermarking. These are 10% of the total tuples. 
Robustness Analysis 

Different types of attacks can be used to perform robustness 
analysis. Three types of attacks: insertion, deletion, and 
modification are considered for experimentation. Assume that an 
attacker attempts to insert, delete, or modify the tuples of the 
database. Experiments are conducted to simulate all these attacks 
with attack rate of 10%, 20%, up to 90%. Fig. 3 depicts attack ratio 
and watermark detection rate on on X-axis and Y-axis respectively. 

First experiment is performed to demonstrate insertion attack. 
Hash function of the primary key is computed and based on its 
value, the tuples are selected for watermarking. When attacker 
inserts new tuple into the database, the watermark remains 
unchanged. Thus, the proposed method is robust to insertion attack 
as shown in Figure 3 

Second experiment is conducted to determine the robustness of 
the proposed method under deletion attack. In this type of attack, 
the attacker attempts to randomly delete tuples from the database.  

As the attack rate increases from 10% to 90% by deleting 59 
tuples to 525 tuples respectively, the watermark detection rate 
decreases from 92% to 10%. It means that the chance of watermark 
detection decreases as we increase the deletion attack 
percentage.This can be observed in Fig. 3. Moreover, it is not 
possible to recover the complete watermark when many tuples 
containing watermark information get deletedThe third experiment 
is performed to demonstrate modification attack. In modification 
attack, the attacker attempts to randomly modify tuples in the 
database. Fig. 3 shows that the increase in attack rate from 10% to 
90% leads to detection rate of 95% to 49% respectively. It means 
that there is almost 50% chance of  watermark detection with higher 
attack rate. From Fig. 3, it can be observed that around 50% of the 
watermark can be recovered even in case of 90% modification 
attack. 

 
Table 1.  Pearson Correlation Coefficient (PCC) for all numeric attributes 

  

 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 

A1 1          

A2 -0.052385 1         

A3 0.1015259 0.011763 1        

A4 0.1362854 0.007529 0.874618 1       

A5 -0.078805 0.080425 0.206669 0.234939 1      

A6 -0.12486 -0.08688 0.214065 0.233894 0.125680 1     

A7 -0.094106 -0.01991 0.237831 0.257544 0.167196 0.791966 1    

A8 0.189634 -0.18746 -0.0081 -0.000139 -0.028514 -0.042518 -0.025645 1   

A9 0.0656466 -0.26592 -0.22225 -0.228531 -0.165453 -0.029742 -0.085290 0.784053 1  

A10 -0.024123 -0.21853 -0.20595 -0.199745 -0.235087 -0.002821 -0.070033 0.239690 0.691239 1 
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Figure 3: Watermark Detection Rate 
 
Statistical Distortion  

Statistical distortion through mean absolute error and variations 
of mean and standard deviation between the attributes before and 
after watermark insertion.  
Mean Absolute Error (MAE) 

Mean Absolute Error (MAE) can be calculated as: 
                              𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ |𝐴𝐴𝑖𝑖− 𝐴𝐴𝑖𝑖

𝑤𝑤|𝑛𝑛
𝑖𝑖=1

𝑛𝑛
                                  (35) 

where, n is the total number of tuples in the database, Ai is the 
attribute of original database and 𝐴𝐴𝑖𝑖𝑤𝑤 is the attribute of 
watermarked database. 

 
Table 2.  Mean Absolute Error (MAE) 

Attribute name MAE 

Alamine Aminotransferase (F) 0.018 

Aspartate Aminotransferase (G) 0.029 

 
Table 2 shows the mean absolute error for the selected attributes. 

MAE value represents that embedded watermark introduce minor 
or negligible distortion into the database. 
Mean and Standard Deviation 

Table 3 provides the mean and standard deviation obtained for 
the selected attributes Alamine Aminotransferase and Aspartate 
Aminotransferase. These measures are computed for the original as 
well as the watermarked database as seen in Table 3. 
 
Table 3.  Mean and Standard Deviation 

Attribute name 
Original Database Watermarked 

Database 

Mean Std Mean Std 

Alamine Aminotransferase (F) 80.71 182.62 80.73 182.63 

Aspartate Aminotransferase (G) 109.91 288.91 109.88 288.92 

 

To see the change of mean and standard deviation, the difference 
in mean and the difference in standard deviation for the 
watermarked attributes are calculated as in Eq. (36) and Eq. (37): 

 
𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = |𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛𝐷𝐷𝐷𝐷 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛𝑊𝑊𝑊𝑊𝑊𝑊|                          (36) 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑖𝑖𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = |𝑆𝑆𝑆𝑆𝑑𝑑𝐷𝐷𝐷𝐷 − 𝑆𝑆𝑆𝑆𝑑𝑑𝑊𝑊𝑊𝑊𝑊𝑊|         (37) 

where, MeanDb and StdDb represent the mean and standard 
deviation of the original database. MeanWDb and StdWDb represent 
mean and standard deviation of the watermarked database. 

 
Table 4.  Difference in mean and difference in standard deviation 

Attribute name 
Proposed method 

Difference in mean Difference in std 

Alamine Aminotransferase (F) 0.018 0.009 

Aspartate Aminotransferase 
(G) 0.029 0.002 

 
Table 4 shows the difference in mean and standard deviation for 

the selected attributes. The difference in mean and standard 
deviation between original and watermarked database is 0.018 and 
0.029 for attributes F and G respectively. Similarly, difference in 
standard deviation is 0.009 and 0.002 for attributes F and G 
respectively.   

CONCLUSION 
In this paper, a reversible watermarking technique has been 

proposed using quadratic difference expansion. Pearson 
Correlation Coefficient is used to find the highly correlated numeric 
attributes. Then, quadratic difference expansion is applied on these 
selected attributes to embed watermark. Once the watermark is 
extracted, it is possible to recover the original database from the 
watermarked one. This technique causes low distortion in the 
database leading to minor impact on data quality. This is backed up 
by the obtained statistical results. It has been observed that there is 
only 0.02% change in the mean of original and watermaked 
database. Also, the mean absolute error is 0.018 and 0.029 for the 
selected attributes. Experimental results show that the proposed 
method is robust against insertion attacks. Results also show that 
our method can recover around 50% of the watermark even with 
90% of modification attack rate. As the attack rate increases from 
10% to 90%, the watermark detection rate decreases from 92% to 
10% in case of deletion attack. 
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